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Recognition for Mapping on a Global Scale using 
Deep Learning and Computer Vision



Who We Are



Mapillary is the street-level imagery platform that 
scales and automates mapping using collaboration, 
cameras, and computer vision

Map data at scale from street-level imagery



Anyone With Any Camera, Anywhere

Phone Action cam Dash Cam Pro RigVehicle Sensor

560+ million images, >7.6 million km, 38+ billion objects



Empowering A Global Community Of Collaborators

Individuals NGOs Municipalities & Public Agencies

FleetsGeospatial Services Mapping Companies



From Images to Map Data



Recognition Algorithms at Work
Map data for 97 classes

Extraction of line features

Semantic point clouds

1500 traffic sign classes >100 countries

Privacy protection: face and licence place blurring



Research @ Mapillary



Meet Mapillary’s Research Team!

Peter Lorenzo

Samuel Aleksander Andrea

Arno



Mapillary Technology Stack
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Benchmark Data





Vistas Features and Statistics



Mapillary Vistas Dataset (ICCV 2017)
‣ Most diverse publicly available semantic segmentation 

dataset with street-level imagery

‣ 25k high-res images with pixel-wise annotations  
(18k train / 2k val / 5k test)

‣ 65 object classes, 37 instance-specific 
(research edition free for non-commercial purposes)

‣ Global geographic reach, covering 6 continents

‣ Diverse viewpoints: Roads, sidewalks, off-road

‣ Wide variety of camera sensors, focal lengths, image 
aspect ratios, and types of camera noise

‣ Various weather conditions and capture times

https://www.mapillary.com/dataset/vistas



Mapillary Traffic Sign Dataset (MTSD)

▸ The only publicly available traffic sign dataset 

with worldwide data 

▸ Largest and most diverse traffic sign dataset

▸ 52K images with 257K traffic sign annotations

▸ 48K nearby images with propagated annotations

▸ 313 traffic sign classes 

▸ Covering most countries from all continents

▸ Similar image properties as in Vistas



Semantic & Panoptic 
Segmentation



Map data recognition
Focus on small & underrepresented objects



Deep Architectures

Backbone 
(encoder)

Head
(decoder)

From higher to lower resolution

Few to many feature channels

Features at different scales

Potential to combine different modalities

From lower to higher resolution

Reduction of feature channels

Agglomerate contextual information

Provide pixel-specific predictions

Multi-task learning for instance segment.



Mapillary’s Working Horse: Wide ResNet
ResNet with reduced depth but wider layers (more feature channels)

Wide ResNet-38

Wu et al., Wider or deeper: Revisiting the ResNet model for visual recognition. In PR, 2019



DeepLabV3 Head
Combine global pooling and increasing, dilated convolutions for learning of context

Chen et al., Rethinking Atrous Convolution for Semantic Image Segmentation, arXiv 2018



Semantic Segmentation Predictions



Improving object recognition
Overcoming lack of memory

Conventional setting

Gains approximately 50% GPU memory 
during training at minor computational 
overhead (< 2%)

In-Place Activated BatchNorm for 
Memory-Optimized Training of DNNs. 
CVPR’18

In-Place Activated BatchNorm 

Code available on arXiv!



Improving Object Recognition
Focus attention of learning algorithm on difficult samples

Loss Max-Pooling for Semantic Segmentation. CVPR’17



Semantic Segmentation Results



Semantic Segmentation Results

We’re the point-based 
annotation challenge winners 

at the Learning from Imperfect 
Data Workshop at CVPR’19!



Seamless Scene Segmentation
Unified approach for semantic & instance-specific segmentation

Join us at our Poster on Wednesday (#42, Session 2.2)!



Panoptic Segmentation Results



https://docs.google.com/file/d/1WRMX5fyf1hRu4IW--8K9KUx1fHdp3AbR/preview


3D Object Recognition



Monocular, Single RGB Image-based 3D Detection
Given a single RGB image, provide 3D object detection (box) predictions in camera coordinates 
for each relevant object category





Network Architecture



Predictions per Detection Hypothesis

- Prediction of 2D coordinates on image 
plane for projected 3D box center



Predictions per Detection Hypothesis (ct’d)

- Allocentric rotation quaternion R of 3D bounding box
- 3D bounding box size (H/W/L)
- Object depth (distance to camera)



Parameterization of Outputs



Lifting Transform

Manhardt et al., ROI-10D: Monocular Lifting of 2D Detection to 6D Pose and Metric Shape. In CVPR, 2019



Network Output Regression Loss



Directly Optimizing 3D Box Coordinates



Proposed Disentangling Transformation



Toy Example

https://docs.google.com/file/d/1asS0ycMru-qUe9EISWElRFbBEjAE-MQ6/preview


Experimental Results
KITTI3D Cars



Experimental Results (ct’d)
nuScenes Cars

We’re the nuScenes Vision-only 
challenge winners at the 

Workshop on Autonomous 
Driving at CVPR’19!



nuScenes Test Results

https://docs.google.com/file/d/1cuS_oxNheJzMmzuxYbphOgmYN0CWXNhy/preview


Embedding Semantics in 3D
Demo link

http://localhost:80


Metrics



Exemplary Issues with Metrics

PQ Metric11-Point 
Interpolated AP

Can we adequately measure the performance on the tasks 
we want to solve?



3D Object Detection on KITTI3D: Metric Issues
P/R curves for MonoDIS, generated from KITTI3D test server



Beating SOTA with a single detection!

On KITTI3D: Assume we keep only the single, best 
detection per difficulty (among thousands of gt ones)



Beating SOTA with a single detection! (ct’d)

AP = 1/11 ~9.09% 
(evaluating only on 
recall at 0)



Results on KITTI3D (again)



Panoptic Segmentation: PQ Metric Issues

Segment-specific assessment of segmentation quality.

Matching class-agnostic segments with IoU>0.5

“PQ is sensitive to false positives 
with small regions … suitable in 
applications ... with instances 
irrespective of their sizes.”



PQ Issue Demonstration

Several classes, e.g. pole (IoU 0.49) and traffic light (IoU 0.46), are just below the PQ 
acceptance threshold, while the sidewalk class (IoU 0.62) is just above it.



Proposed Variant of PQ

Keep using IoU>0.5 overlap criterion only for thing segments

Conventional, pixel-based IoU computation on stuff segments, 
as there is at most one segment for both, gt and prediction of 
stuff classes

where



Summary & Conclusions

‣ Generating map data at scale requires thoroughly understood and designed 
machine learning solutions

‣ Mapillary’s object recognition comprises of state-of-the-art

‣ Semantic & panoptic segmentation

‣ 3D object recognition

‣ It requires efficient & accurate 3D modeling (not part of today’s talk)

[We have not touched potential issues of available metrics]

We have not touched issues arising from images captured in the wild

We have not touched the lack of benchmarks at scale



Send me an email to research@mapillary.com 

We are hiring!


